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Abstract. We evaluate a novel light source estimation algorithm with
synthetic image data generated using a custom path-tracer. We model
light as an environment map as light sources at infinity for its bene-
fits in estimation. However the synthetic image data are rendered using
spherical area lights as to better represent the physical world as well as
challenge our algorithm. In total, we generate 55 random illumination
scenarios, consisting of either one or two spherical area lights with dif-
ferent intensities and positioned at different distances from the observed
scene. Using this data we are able to tune our optimization parameters
and determine under which conditions this algorithm and model repre-
sentation is best suited.
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1 Introduction

Computer vision is often referred to as the “inverse graphics” problem. This is
because many of the equations and relations used in computer vision find their
roots in the understanding of image formation and light interaction. However,
the complete process of image formation is mainly ignored in most applications of
computer vision. For instance, simulating light as it propagates through a scene
is traditionally accomplished by means of ray-casting. This method ignores sub-
sequent interactions a ray of light may have with the scene, instead terminating
the ray on the first collision with a surface.

As a result of such simplifications, many visual quantities such as light posi-
tion, sensor characterization and in-scene surface properties are irrecoverable.
Ideally these quantities could be estimated as properties of the scene through
simulating the propagation of light and employing optimization, requiring a light-
weight but powerful simulation stack for graphics modeling.

In this work, we build on [7] to develop a light source estimation algorithm
that includes light source location correction based on photometric differences
and has the capability to extend to in-scene surface property estimation, a crit-
ical step toward semantic scene understanding. This algorithm relies heavily on
leveraging synthetic data in order to calculate cost functions and to isolate indi-
vidual aspects of the problem such as capturing realistic shadow diffusion and
light reflection from in-scene surfaces. A visual sample of the results from our
method are shown in Fig. 1.
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Fig. 1. Left : synthetic reference image. Middle: our rendered result after light source
estimation. Right : photometric error image.

2 Method

Our approach relies on a custom image rendering system to compare synthetic
data with our generative model’s output for scene reconstruction. The synthetic
data generation includes the encoding of scene geometry, albedo and 3D light
positions. Results from our light source estimation system are compared with
these synthetic results and guide an optimization over light position.

2.1 Image Rendering

To render our scene we have developed a path-tracer using NVIDIA’s OptiX ray-
tracing library. We employ a custom path-tracer due to our need to calculate
analytical derivatives of the light transport equation (LTE) in order to guide
later optimization. The LTE describes how radiance emitted from a light source
interacts with the scene. Formally, we compute the exitant radiance Lo leaving
a point p in direction ωo as:

Lo(p, ωo) = Le(p, ωo) +
∫

H2
f(p, ωo, ωi)Li(p, ωi)| cos θi|dωi

(1)

where Le is the radiance emitted at point p in direction ωo. The integral term
evaluates all the incident radiance Li arriving at point p over the unit hemisphere
H2, oriented with the surface normal found at p, and subsequently reflected in
the direction ωo. The function f evaluates the bidirectional reflectance distri-
bution function (BRDF) found at point p. The BRDF defines the amount of
radiance leaving in direction ωo as a results of incident radiance arriving along
the direction ωi. Finally, θi is the angle between the surface normal found at p
and ωi. Using Monte Carlo integration we can rewrite Eq. (1) as the finite sum:

Lo(p, ωo) = Le(p, ωo) +
1
N

N∑
i=1

f(p, ωo, ωi)Li(p, ωi)| cos θi|
p(ωi)

(2)

where i = 1, . . . , N is the number of samples drawn from the distribution
described by the probability density function (PDF) p.
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To compute the final pixel intensity I, we integrate the intensity of all rays
i = 1, . . . , M arriving at our synthetic sensor (of the form of Eq. (2)). Using
Monte Carlo integration we can evaluate this with the finite sum:

I =
1
M

M∑
i=1

Lo(pi, ωo) (3)

where pi refers to the point where a ray originating from our sensor and traveling
along ωo first intersects with the scene. For more information on path-tracing
and the LTE see [12].

2.2 Synthetic Data Generation

Scene Geometry. In this work we operate on a static 3D scene representing
a tabletop with several items placed on its surface as seen in Fig. 1. This scene
is constructed to afford interesting illumination conditions without addressing
pathological factors such as the presence of mirrors, etc. The 3D geometry was
captured from a real scene using KinectFusion [11] with an Asus Xtion Pro 3D
sensor. While any scene constructed with 3D modeling software would suffice,
we use a captured real-life scene so that we may compare results between real
and synthetic data in future research.

Albedos. To render scenes under different illumination conditions it is necessary
to associate surface albedos (i.e. color devoid of any shading information) with
the 3D geometry. The problem of separating albedos and shading information
found in images, often referred to as intrinsic image decomposition, is the subject
of a rich field of ongoing research [2–4]; to obviate this challenge we assume
albedo associations are known, although this knowledge need not be perfect
accurate. Utilizing synthetic data allows us to both modulate the accuracy of
the albedo map as well as address correcting it within our framework, as a topic
of future work.

Area Lights. We employ spherical area lights to provide an arbitrary source
of illumination in our synthetic reference images. Crucially, this representation
of light used in rendering reference images is distinct from the environment
map light we are estimating as described in Sect. 2.3. This enables us to assess
how well our environment map-based light model can represent more complex
illumination scenarios.

2.3 Light Source Estimation

Environment Light. As mentioned in Sect. 2.2 we model light using an envi-
ronment map [6,9]. Instead of sampling points in 3D space as used with area
lights, with environment map lighting we sample directions. This representation
works well for approximating lights located further from the observed scene.
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Fig. 2. Visualization of environment light discretization with a top-down view on the
left, and a side view on the right. The light depicted here consists of 21 rings and 522
total points.

While many works have considered in-scene lighting examples [8,10], we instead
focus on out-of-scene sources [1,5,13,14]. To compute the incident radiance Li

arriving at a point p we trace a ray with origin p in some direction ω. If the
ray is unobstructed by the scene geometry, point p will receive the full radiance
traveling along ω as determined by the environment map.

To compute the radiance emitted by the environment map along a given
direction, we first discretize a unit sphere into a finite number of uniformly spaced
points. We perform the same discretization as described in [6] for the entire
sphere. The resolution of this discretization is indicated only by the number of
desired rings. The spacing of points around each ring is computed to be as close
to the inter-ring spacing as possible, as seen in Fig. 2. When tracing a ray along a
given direction we determine the nearest-neighbor direction from the discretized
environment map and return its associated RGB value λ as the emitted radiance.

Direction Sampling. To render a scene illuminated by an environment map
we must sample a direction each time a ray intersects the scene. We perform
importance sampling by sampling environment map directions that are more
likely to contribute a larger amount of light. To achieve this we constructed a
2D probability distribution function that reflects the current environment light
parameters as described in [12], however with the small modification to handle
the unique discretized structure of the our environment map. It is from this 2D
PDF that we can compute the probability of the sample p(ω).

Light Transport Derivatives. To estimate the environment light parameters
we need to compute the Jacobian of partial derivatives of color channel α of each
pixel I with respect to each environment lighting parameter λ. We first drop the
Le(p, ω) term from Eq. (2) as there is no point p on the surface of environment
map that emits light. We then define a visibility function V (p, ω) which equates
to 1 if the ray leaving from point p in direction ω is not obstructed by the scene
geometry, and 0 otherwise. We now define the partial derivative of the intensity
of color channel α at p with respect to the light source color channel α as:

dIα

dλα

∣∣∣∣
p

=
1
N

N∑
i=1

f(p, ωo, ωi)V (p, ωi)| cos θi|
p(ωi)

, (4)

for which we then sum over the incident rays 1, . . . , M to obtain the derivative
of per-channel pixel intensity.
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Optimization. We employ sequential Monte Carlo (sMQ) to estimate the para-
meters of our environment light. For each iteration we sample the scene according
to the currently-estimated lighting parameters and compute the Jacobian of the
LTE. We then perform gradient descent with backtracking until we have converged
on a new set of lighting parameters. We continue this process until the optimization
has converged, as indicated by the Wolfe conditions on gradient magnitude.

3 Results

We evaluated the proposed light source estimation algorithm to determined what
environment map resolution can best represent a wide-variety of lighting condi-
tions. For this we constructed 55 scenes illuminated by either one or two ran-
domly placed, spherical area lights and rendered two synthetic reference images
for each scene. We then replaced the area light with an environment light, uni-
formly initialized all environment map intensities to be near zero, and computed
the LTE derivatives sampling the scene 512 times per pixel. For each scene we
ran our light source estimation algorithm using 13 different environment map
resolutions for a total of 715 different trials. While rendering the synthetic ref-
erence images only took 1–2 s, an entire optimization typically took 4–5 min to

Fig. 3. Visual comparison of three different illumination scenarios. The left column
shows the synthetic reference images, the middle column our estimation, and the right
column their photometric error.
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Fig. 4. Photometric error between reference image and rendered estimate for an envi-
ronment light with the indicated number of rows. All images are rendered at 128×96.
Mean and standard deviation computed for 55 different illumination scenarios.

converge on a consumer-grade laptop. The summarized results of this experiment
can be seen in Fig. 4. Surprisingly a relatively coarse resolution of 9 light rings
achieved the best results. However we suspect that for the higher-resolution mod-
els, 512 samples per pixel was insufficient and the resulting variance hindered
their optimization.

4 Conclusions and Future Work

We have presented an algorithm that generates synthetic visual data in a 3D envi-
ronment and developed a generative model with output that is refined through
an optimization procedure over light position. We have also demonstrated a
robust and efficient method of generating high-quality synthetic visual datasets
which may be used to guide semantic scene understanding through optimization.
Our results suggest that in-scene property estimation tasks may be successfully
executed in an efficient optimization framework. In future work we will demon-
strate full path-tracing and shadow detection within the postulated environment
map to improve the accuracy of our estimation.
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